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ABSTRACT

In this paper, we propose a coexistence scheme that allows radio-frequency identification readers or sinks to collect data
from radio-frequency identification tags or sensors that use IEEE 802.15.4 wireless personal area network standard and
send it to the access point via an IEEE 802.11 wireless local area network. The proposed scheme uses time scheduling and
bridging via readers to allow for simultaneous operation of heterogeneous wireless networks that operate in the industrial,
scientific, and medical frequency band at 2.4 GHz. A simple sleep management approach is developed that allows tags to
reduce their power consumption as well as collision rate. To provide timely reaction to sudden changes in tag population
or reader availability, we devise a scheme where the scheduling parameters are adjustable and readers are mobile. We
evaluate the performance of our solution in four scenarios and confirm the flexibility of the proposed approach. Copyright
© 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Radio-frequency identification (RFID) is widely used in
many industrial applications; quite a few of which rely
on the use of active tags equipped with IEEE 802.15.4
low rate wireless personal area network (WPAN) interface
[1,2]. However, transmitting RFID data to the respective
data centers necessitates a multihop approach over hetero-
geneous wireless networks because of to the comparatively
short transmission range of 802.15.4 devices [3]. Multi-
hopping may be achieved by enabling RFID readers to
act as bridges by equipping them with two wireless inter-
faces: an 802.15.4 one to connect to the tags and another
one to connect to an access point (AP) and, ultimately,
to the server(s). A viable candidate for the latter hop is
the ubiquitous IEEE 802.11 wireless local area network
(WLAN) technology, which is cheap and readily avail-
able. However, both 802.15.4 and 802.11 operate in the
same band—the unlicensed industrial, scientific, and med-
ical (ISM) band at 2.4 GHz—which raises the issue of
coexistence between these two network technologies [3,4].
Coexistence may be achieved through channel planning or
by judicious scheduling of transmissions in both networks,

with the goal of minimizing, or even altogether eliminat-
ing, the probability of interference between them.

In this paper, we propose a time-division scheme for
802.15.4 and 802.11 networks operating in the ISM band;
these networks will hereafter be referred as WPAN and
WLAN, respectively. Coexistence is based on interleaved
scheduling between the two networks that uses the slot-
ted beacon-enabled carrier sense multiple access/collision
avoidance (CSMA/CA) in the WPAN [1,5] and hybrid
coordination function (HCF)-controlled channel access
mechanism (HCCA) in the WLAN [6]. We describe the
scheme, discuss the choice of parameter values, and evalu-
ate its performance in different scenarios. As the cell space
may include a large number of tags, keeping all tags active
at all times would quickly deplete their energy sources.
Therefore, we propose a sleep management scheme that
keeps only a portion of available tags active at any given
time and schedules their activity periods so as to minimize
the probability of collisions between transmissions of tags
in the same cell.

In the simplest case, the scheduling parameters are ini-
tially set and do not change afterwards, and the readers
are stationary. However, many industrial scenarios include
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abrupt changes in tag population (e.g., when a number
of packaging container with many RFID tags arrive to
the warehouse or leave it) or reader failures because of
mechanical or electrical problems; neither of which can
be handled with the stationary approach. To this end, we
propose dynamic scheduling at the media access control
(MAC) layer that is is accomplished through adjustment
of scheduling parameters and/or reader mobility; both of
which are controlled by the AP.

The paper is organized as follows: Section 2 reviews cur-
rent state of the art in this area. Section 3 provides the nec-
essary background about IEEE 802.15.4 and IEEE 802.11
standards, and about HCCA and distributed coordination
function (DCF) in particular, whereas Section 4 presents
our coexistence scheme, together with sleep management,
in detail. Section 5 presents initial performance evaluation
of the scheme under stationary conditions. Amendments
related to dynamic scheduling are discussed and evaluated
in Section 6. Finally, Section 7 concludes the paper and
highlights some avenues for future research.

2. RELATED WORK

Related work at the MAC and network layers mostly
comes from the area of wireless sensor networks, where
issues such as interference and coexistence, multihopping,
energy management, and dynamic scheduling of cluster
head nodes were addressed by many researchers.

From the aspect of coexistence at physical layer, [7] has
demonstrated that deployment of IEEE 802.11 and IEEE
802.15.4 in overlapping frequency band results in packet
losses for IEEE 802.15.4 depending on degree of spatial
and frequency separation. The problem is even more diffi-
cult because in IEEE 802.15.4, only channel 26 is free of
interference from nearby IEEE 802.11 networks (Figure 1).

Regarding routing, the main question is whether sin-
gle hopping is possible in view of transmission range and
power limitations, or multihopping must be used. While
the latter solution allows the area covered by the network
to exceed the transmission range of individual nodes, it
also makes energy management more complicated because
bridge or relay nodes will consume power at a much
faster rate than ordinary sensor nodes. The introduction of
mobility—for the base station/sink, cluster head nodes, or
even all nodes—further complicates the problem.

One of the most popular protocols to address these prob-
lems is low-energy adaptive clustering hierarchy (LEACH)
[8], which includes distributed cluster formation, local pro-
cessing to reduce global communication, and randomized
rotation of the cluster heads, which allows it to achieve
balanced power consumption among all nodes. Among the
many extensions of LEACH, [9] proposes a routing proto-
col for mobile nodes called 2L-LEACH-M where the nodes
are subdivided into two levels to facilitate the selection and
rotation of cluster heads.

Much research effort has been devoted to finding the
best path for data transmission from nodes to cluster heads.
Some authors [10,11] analyzed routing by simply consider-
ing the number of hops from node to the cluster head or to
the base station/sink. A number of authors [12–14] have
discussed the case where the base station (i.e., network
sink) was mobile. In this scenario, the cluster head regis-
ters the tree-like backbone structure on behalf of the sink,
and then the sensor nodes were sending their data to the
respective cluster heads via that tree. A different approach
was discussed in [15], where both sensor nodes and cluster
heads were mobile, whereas the base station/sink was static
and, moreover, always aware of cluster heads’ position. In
[16], all nodes were mobile, and each cluster contains one
acting cluster head and two deputy cluster head nodes.

Cluster head mobility was also investigated in a number
of papers. In [17,18], a few energy-rich nodes were des-
ignated as cluster heads that move in a controlled manner
toward locations that were rich in energy and data, with the
goal of distributing the remaining energy evenly in the net-
work. In addition, the cluster heads tried to maintain a con-
nected path to the base station. The work in [19,20] sought
to determine the location of the mobile base station that
would ensure energy-efficient data delivery through cluster
heads. Dynamic positioning of mobile cluster heads was
found to be an NP-hard problem, and an efficient heuristic
was proposed as a substitute [21].

A distributed clustering algorithm was proposed on the
basis of multicriterion metric combining connectivity, cov-
erage, mobility, and residual energy [22]. Another pro-
tocol was defined to find the most suitable cluster head,
perform data fusion, and find the most trusted neighbors
for sending the fusion result to base station in [23]. In
[24], a three-layer framework was proposed for mobile
data collection in wireless sensor networks, which included
the sensor layer, cluster head layer, and mobile collector
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Figure 1. Channel assignment of IEEE 802.11 and IEEE 802.15.4 standards in the industrial, scientific, and medical band.
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(called SenCar) layer. At the mobile collector layer, the
SenCar was equipped with two antennas, which enabled
multiple cluster heads to simultaneously upload data to
the SenCar. The trajectory planning for the SenCar was
optimized to fully utilize MIMO uploading capability by
selecting polling points in each cluster. By visiting each
selected polling point, the SenCar could gather data from
cluster heads and transport the data to the static data sink.

An interesting variation on this theme is the clustering-
based multichannel MAC protocol designed for vehicular
ad hoc networks in [25]. In this scheme, one vehicle was
selected as a cluster head, and a dynamic channel assign-
ment was used to solve the collision problem and increase
network throughput. In [26], an algorithm based on the
synchronized and shared contention window concept of
IEEE 802.11 DCF was defined for a mobile wireless sensor
network and the optimum value of the contention window
that results in minimum energy cost for a given number
of nodes in a cluster. Furthermore, in [27], a mechanism
was defined to balance the static cluster head’s load on the
basis of the distribution of mobile sensor nodes in IEEE
802.15.4 protocol.

In [28], a wide area indoor location system was pro-
posed that determines three-dimensional location for a tar-
get object by using triangulation method and the Kalman
filter. The algorithm is lightweight and was deployed in
ZigBee-based network, but impact of MAC layer was not
explicitly addressed.

The main difference between the models mentioned ear-
lier and our solution described in the following lies in the
explicit combination of MAC and physical layers of IEEE
802.11e and 802.15.4 protocols, which the other models do
not utilize; in addition, our solution deploys a randomized
sleeping technique for tags to decrease collisions.

3. BACKGROUND: IEEE 802.15.4
AND 802.11 STANDARDS

The main obstacle to coexistence of IEEE 802.14 and IEEE
802.15.4 stems from the fact that channels assigned to
WPAN compliant with the IEEE 802.15.4 standard over-
lap with those assigned to WLAN compliant with the
IEEE 802.11 standard, as shown in Figure 1. As WLAN
nodes have wider channels and use one or two orders of
magnitude higher transmission power than WPAN nodes,
interference will lead to degradation of WPAN perfor-
mance, and simultaneous operation of the two networks is
virtually impossible. Moreover, ISM band is license-free,

and new WLAN networks can appear at any time and
at any channel. Consequently, channel/frequency planning
cannot be used, and any coexistence scheme must be based
on careful scheduling of WLAN and WPAN operations.
With this notion, we will now briefly review the operation
of IEEE 802.11 and IEEE 802.15.4 standards, with partic-
ular emphasis on features that are similar but implemented
in a different way in the two.

3.1. IEEE 802.11 and its HCCA mechanism

Most IEEE 802.11 WLANs use the contention-based chan-
nel mechanisms known as DCF or enhanced distributed
channel access (EDCA) [6]; in both of which, nodes
attempt medium access after a random backoff period dur-
ing which the medium is free. In addition, EDCA allows
traffic to be prioritized through differentiation of con-
tention window interframe space and duration of transmis-
sion opportunity. Still, this approach is not well suited for
real-time traffic, which is better served through HCCA,
typically used to achieve quality of service (QoS) for real-
time multimedia services or to improve energy efficiency.

The HCF is composed of two access methods:
contention-based channel access through EDCA and con-
trolled channel access through HCCA. HCCA can start the
controlled channel access mechanism in both contention-
free period (CFP) and contention period (CP) intervals.
During the CP, a new contention-free subperiod named
controlled access phase (CAP) is introduced, in which
frames are transmitted using HCCA. HCCA can start a
CAP by sending downlink QoS frames or QoS CP-poll
frames to allocate polled transmission opportunity to dif-
ferent QSTAs after the medium remains idle for at least
point coordination function interframe space interval; the
remaining time of the CP can be used by EDCA. This
contention-free scheme is fairly flexible, which is why CFP
is made optional in the 802.11e standard [29].

Figure 2 shows a typical 802.11e beacon interval (BI).
At the beginning of each cycle, AP broadcasts a beacon
frame with information about the durations of CFP and CP
and the total duration of the cycle. During the CFP, the AP
will poll one of the nodes, and the node will reply with
acknowledgement. After that, the medium is dedicated to
the polled node until the end of CFP period. Throughout
the CFP period, other nodes will wait without attempt-
ing to transmit. During the CP, nodes compete with each
other to access the medium by using the EDCA or DCF
mechanism. If CAP intervals are defined during the CP, the
system will be in the polling mode.

(Optional) EDCA
Controlled Access 

Phase (CAP)
EDCA CAP EDCA CAP EDCA

Contention Free Period (CFP) Contention Period (CP)

802.11e beacon interval

Beacon

Figure 2. A typical 802.11e hybrid coordination function beacon interval (adapted from [6]).
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Table I. Timing parameters in the WLAN network.

Parameter Label Value
Basic time slot �l 20 �s
Time unit Tl 1024 �s
SIFS 10 �s .0:5�l/

PIFS 30 �s .1:5�l/

DIFS 50 �s .2:5�l/

Basic data rate 2 Mbps
Beacon size 2�l

Polling frame 14�l

Polling ACK frame 14�l

CF-END frame 14�l

RTS frame 14�l

CTS frame 13�l

DCF ACK frame 13�l

Contention window minCWl 32
(in basic slots) maxCWl 1024

WLAN, wireless local area network; SIFS, short interframe
space; PIFS, interframe space interframe space; DIFS, DCF inter-
frame space; ACK, acknowledgement packet; CF-END, end of the
contention-free period (CFP); RTS, request to send; CTS, clear to
send; DCF, distributed coordination function.

Table I presents default values of WLAN timing param-
eters, denoted with subscript ‘l’ to distinguish them from
their WPAN counterparts, where subscript ‘p’ will be used.

In this paper, during the WLAN active periods of CP,
plain DCF is used, with CSMA/CA as the basic mechanism
for medium access. A node that wants to transmit a packet
must listen to the channel to make sure no other node is
transmitting, and transmission can be undertaken only if
the channel is clear during a randomly chosen time interval
(backoff time). The backoff time is uniformly chosen in the
range .0;CW�1/, where CW is the current size of the con-
tention window that may range from minCWl to maxCWl,
as per Table I. Backoff counter will be decremented after
each slot time if the transmission medium is free; other-
wise, its value will be frozen until the medium becomes
free again for DCF interframe space time units (slot time
is derived from the propagation delay time to switch from
receiving to transmitting mode and time to pass the infor-
mation about the physical channel state to MAC layer).
Station will transmit when its backoff counter reaches zero.

When the packet is received, receiver replies with
an acknowledgement packet after short interframe space
time interval. Whenever packet collision occurs, acknowl-
edgement will not be received within short interframe

space + acknowledgement packet time, and transmission
has to be reattempted with the contention window doubled
in size (but not exceeding maxCWl). To limit packet colli-
sion time and guard against hidden terminal problem, the
standard provides a three-way handshake mechanism that
uses request to send and clear to send packets, sent using
CSMA/CA prior to actual packet transmission [6].

3.2. Basic properties of IEEE 802.15.4 MAC

The coexistence scheme is based on interleaved schedul-
ing, which necessitates the presence of cycles or super-
frames. IEEE 802.15.4 standard allows such operation
mode, known as slotted, beacon-enabled mode of opera-
tion, with one WPAN coordinator and many ordinary nodes
[1]. Each superframe begins with the transmission of a bea-
con frame, followed by an active portion (in which data
transmission takes place) and an optional inactive portion
(in which nodes can sleep), as shown in Figure 3. The
raw data rate for operation in the ISM band is 250 kbps,
and the basic time unit is one backoff period of 10 bytes.
Duration of the active superframe part is denoted as super-
frame duration (SD), whereas the duration of the entire
superframe (i.e., the time interval between two successive
beacon frames) is referred to as the BI. These durations
in backoff periods are determined by the MAC variables
superframe order (SO) and beacon order (BO) so that
SDD 48 �2SO and BID 48 �2BO, expressed in unit backoff
periods, where 0� SO� BO� 15.

An active superframe part consists of a contention-based
part and an optional guaranteed time slot part. During
the contention-based part, a node that wants to transmit
a packet has to perform a random backoff (during which
it does not listen to the medium, unlike its WLAN coun-
terpart) and then listen to the channel during two unit
backoff periods (clear channel assessment periods). If the
channel is idle, the node can transmit the packet and, if
requested, receive an acknowledgement from the destina-
tion. As in a WLAN, the backoff value is uniformly chosen
in the range from 0 to CWl, the current contention win-
dow. Furthermore, if the active portion of the superframe
ends while a countdown is in progress, the countdown will
be frozen during the inactive portion of the superframe and
will resume immediately after the beacon in the next super-
frame. Also, if a countdown ends but the remaining time
in the superframe does not suffice for two clear channel

Figure 3. The composition of the superframe under IEEE 802.15.4 (adopted from [1]).
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Table II. Timing parameters in the WPAN.

Parameter Label Value
Unit time slot �p 320 �s
Beacon size 2�p

Raw data rate 250 kbps
Contention window CW15min 7
(in unit slots) CW15max 31

WPAN, wireless personal area network.

assessments, packet transmission, and optional acknowl-
edgement, all of those activities are deferred to the next
superframe [1].

Table II illustrates the timing parameters of IEEE
802.15.4 that we are using in our design.

4. BRIDGING AND SCHEDULING
BETWEEN WLAN AND IEEE
802.15.4

Let us now consider the coexistence scheme, using an
example topology, shown in Figure 4, which consists of a
WLAN with an AP and two WPAN cells. The coexistence
problem is solved by time-division multiple access—time
sharing between the WPAN (i.e., reader(s) and tags) and
WLAN (i.e., the AP and readers communicating through
their IEEE 802.11 interface). Readers participate in both
networks and thus provide the bridging function between
the two networks. Because of the different channel alloca-
tion, as shown in Figure 1, a single AP and its WLAN can
support multiple WPAN cells that may use different
WPAN channels.

In this topology, the AP will periodically broadcast bea-
con frames with information about the duration of timing

periods. This information will then be used by the readers
to schedule the WPAN superframes, as illustrated in
Figure 5.

Each cycle starts with a beacon frame sent from the AP;
this beacon includes the length of cycle. In our model, we
only use the CP of HCF mechanism as the CFP is optional
according to Section 3.1. The CP is divided into four sub-
cycles that are equal in time length. The reason we have
considered four subcycles (instead of three subcycles) is
the timing calculations at RFID networks’ side. The first
subcycle is completely dedicated to WLAN devices’ activ-
ity, but the second, third, and fourth subcycles have a CAP
interval at the beginning that is dedicated to the RFID net-
works’ activity, and then the second part of the subcycle
is given to WLAN network. The AP polls the prospec-
tive readers, one per CAP period, in round robin order.
The polled reader will send an acknowledge frame to AP
and then send a beacon signal to its cell (i.e., WPAN),
thus initiating a new active portion of the superframe in
its cell. The active tags in this cell region will try to
send their data by using the CSMA/CA algorithm of IEEE
802.15.4 standard.

During the CAP period, other readers and other WLAN
devices, if any, are waiting. This allows the tags in the
WPAN cell to work without interference. They try to send
their information to the reader, which will aggregate the
data and create new data packet(s) to send to the AP.

At the end of CAP period, the active reader will send a
CF-END frame to AP to announce the end of its activity.
During the ensuing contention-based WLAN active period,
the reader switches to its 802.11 interface and attempts to
send the aggregated tag data to the AP, competing with the
medium with other readers and WLAN devices. As it was
mentioned in Section 3.1, The WLAN devices and RFID
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Figure 4. Proposed topology.
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readers are using DCF mechanism for their communication
with AP.

Another WLAN cycle then begins with another beacon
sent from the AP.

In this manner, the AP polls the readers and allows their
respective WPANs to operate in a round robin scheme.

4.1. Superframe timing parameters

Table III shows typical values of the timing parameters
used in our design.

The minimum duration of the active portion of WPAN
superframe is 15.36 ms or 480 bytes, which corresponds to
SO of SO D 0. As the size of WLAN subcycle is chosen
approximately 100Tl and the WPAN BI is about four times
that value, as per Table III, then BO � 4:7, which can be
rounded to 5. In this case, BID 25 �15:36msD 491:52ms,
which is the chosen WPAN BI whereas the WLAN cycle
isD 4 � 8 � 48 � 16 � �l D 24576 � �l.

The total size of the data frame (with headers) for WPAN
tags is 30 bytes. Thus, we have 30 � 8=250 kbpsD 0:96 ms
and 0:96 ms=0:320 ms D 3 �p for the total duration of
data frame.

Table III. Calculated timing parameters.

Data frame size 30 bytes (�p)

WLAN superframe 491.52 ms (24576�l)

WLAN subcycle 122.88 ms (6144�l)

WPAN superframe (BI) 491.52 ms (1536�p)

WLAN, wireless local area network; BI, beacon interval.

4.2. Calculation of sleeping probability

To reduce energy consumption and avoid collisions to the
largest extent possible, most RFID tags are sleeping. They
wake up asynchronously with each other and wait until
they hear a WPAN beacon frame, which indicates that the
reader is ready to receive the data from the tags. Tags use
CSMA/CA mechanism in accordance with the 802.15.4
standard; if the transmission is successful (i.e., once they
receive an acknowledgment from the reader), they can go
back to sleep.

Obviously, the longer tags sleep, the smaller the number
of active tags at any given time and the probability of colli-
sion among them will decrease. Later in Section 6, we will
discuss the way in which this effect can be countered.

The sleep period is calculated as a random value from
a given distribution with a given mean, similar to the ran-
domized scheme described in [30]. If the probability dis-
tribution of sleep time (in time slots) is described with a
probability generating function [5] of

Tsleep.z/D

1X

kD1

pkz
k ; Tsleep.1/D 1

the average sleep time is Tsleep D
1P

kD1

k � pk D T
0
sleep.1/.

If the distribution of sleep time is geometric, then we have

Tsleep.z/D

1X

kD1

.1�Psleep/P
k�1
sleep � z

k

D
.1�Psleep/z

1� zPsleep
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Table IV. Sleeping parameters for clusters.

Average sleep time Sleep probability

Hours/minutes Time slots .Psleep/

1 min 115207.3733 0.9999913200
2 min 230414.7465 0.9999956600
5 min 576036.8864 0.9999982640
10 min 1152073.733 0.9999991320
15 min 2812500 0.9999996444444
30 min 5925000 0.9999998222222
1 h 11250000 0.9999999111111
1.5 h 16875000 0.9999999407407
2 h 22500000 0.9999999555555

and Tsleep D T 0sleep.1/ D
1

1�Psleep
. We can now calculate

Psleep for a given average sleep time in seconds (Xs) as

Xs

0:00032
D

1

1�Psleep

In this equation, 0.00032 is the size of each IEEE 802.15.4
unit backoff period in seconds. Once Psleep is known, every
sleep period will be calculated as a random variable.

We have calculated Psleep for different average sleep
times; as shown in Table IV, average sleep time in minutes

or hours and in time slots and also their corresponding
sleep probability are presented.

5. PERFORMANCE EVALUATION

To evaluate the performance of the proposed approach,
we have built a discrete event simulator of a two-tier
network with two WPAN cells and one AP-based WLAN
network, using object-oriented Petri net-based simulation
engine Artifex by RSoftDesign, Inc. [31]. In the simplest
case, readers are stationary, whereas the tag population
is constant. In static topology, the readers are stationary.
Moreover, the scheduling of IEEE 802.15.4 is static; SD
size is constant, and it is equal to 480 bytes, which is the
minimum size defined in IEEE 802.15.4 standard. In this
approach, the average sleep time (Xs) and number of tags
in each cell (NA; NB; NC) change in different scenarios,
and the effects of these changes on the system are tested.

In Scenario 1, we have one WLAN with an AP, and
three WPAN cells with the corresponding readers/bridges
as in Figure 4. The readers are stationary, WPAN param-
eters are fixed, and the average sleep time (Xs) is
constant (1 min), but the number of tags in each
cell (NA; NB; NC) is variable. The performance of the

(a) Collision probability. (b) Average number of active tags in each superframe. (c) Transmission Delay.

(d) Variance of transmission delay. (e) Coefficient of Variation of Delay.

Figure 6. Simulation results of Scenario 1: variable number of tags in each radio-frequency identification network and constant aver-
age sleep time (1 min). (a) Collision probability, (b) average number of active tags in each superframe, (c) transmission delay, (d)

variance of transmission delay, and (e) coefficient of variation of delay.
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coexistence scheme is evaluated through the evaluation of
the packet collision probability.

As can be seen in Figure 6(a), virtually no collisions are
detected if the number of tags per cell is below 30. The col-
lision rate increases when the number of tags in each cell
is increasing; thee collision probability for 120 tags in each
cell is about 0.14%, which is still acceptable. Figure 6(b)
shows the number of active tags in each superframe which,
as expected, increases when the total number of tags per
cell increases. Moreover, in this scenario, with increasing
number of tags in each cell, transmission delay increases
according to Figure 6(c). This matches the assumption that
more crowded cells face more delay in their transmissions.
Furthermore, delay variance increases when the number
of tags in the cell increases, as shown in Figure 6(d), but
because the average delay increases at an even faster rate,
the coefficient of variation of delay actually decreases, as
can be seen in Figure 6(e). Also, the transition from linear
to saturation regime can be observed clearly.

In Scenario 2, we set the number of tags in each cell to
90 but vary the average sleep time; all other parameters are
the same as in the previous experiment.

According to Figure 7(a), increasing the average sleep
time in each cell leads to decreasing collision rate. More-
over, the collision probability for 1 min average sleep

time (which is the worst case in our tested cases) is only
about 0.08%, with virtually zero collisions detected for
average sleep times in excess of 10 min. The average
number of active tags decreases when the average sleep
time increases, as shown in Figure 7(b). Furthermore,
with increased sleep time in each cell, transmission delay
decreases, as shown in Figure 7(c). The results show that
if the tags sleep longer, there will be fewer active tags and
fewer collisions, which means transmission delays will be
shorter. Moreover, delay variance decreases according to
Figure 7(d). These results confirm that if tags are sleeping
more, we will get closer to the average value of trans-
mission delay. The coefficient of variation of delay has
been shown in Figure 7(e); the increase of average sleeping
time leads to fewer collisions and drives the network away
from saturation.

To further evaluate the effect of average sleeping time
of RFID tags on the collision probability, we have also
investigated the impact of the average tag sleeping time.
Figure 8 shows that, after decreasing the average sleep-
ing time beyond approximately 40–50 s, collision prob-
ability indicates that the network has reached linear
operating regime.

On the other hand, changing the size of CAP or DCF
does not have a significant effect on the tag collision rate

(a) Collision probability. (b) Average number of active tags in each superframe. (c) Transmission Delay.

(d) Variance of transmission delay. (e) Coefficient of Variation of Delay.

Figure 7. Simulation results for Scenario 2: variable average sleep time and constant number of tags in each radio-frequency identi-
fication network (90 tags). (a) Collision probability, (b) average number of active tags in each superframe, (c) transmission delay, (d)

variance of transmission delay, and (e) coefficient of variation of delay.
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Figure 8. Collision probability in case of changing the average
tag sleeping time.

and, thus, will not resolve the collision problem. The length
of a WLAN subcycle is approximately 100 ms, and we
have used the closest value, which is a power of two of
multiple of 32 ms time slot on the RFID side. According
to Figure 8, sleeping time of nodes has a major effect
on collision rate, and if the average sleeping period of
nodes becomes progressively smaller, collision probabil-
ity of nodes increases, and with smaller average sleeping
periods, saturation will occur. As the result, changing the
size of superframe cannot resolve this issue.

6. THE DYNAMIC APPROACH

The approach presented earlier can easily handle scenar-
ios in which the numbers of tags and readers in a cell are
stationary; it is thus applicable to many wireless sensor net-
work applications. However, in industrial RFID scenarios,
abrupt changes in tag population or reader functionality are
not uncommon. For example, the number of tags in a given
cell may suddenly increase because of the arrival of a large
shipment container with many tags or decrease because of
a large number of packages being shipped out for trans-
port or distribution. Also, a functioning reader may cease to
operate due to a mechanical failure or battery exhaustion.
In such cases, offline selection of parameters will result in
insufficient performance or, in the worst case, in virtual
failure of an entire cell. Therefore, a different approach
is needed—the one in which scheduling parameters may
be dynamically adjusted and the readers may move so as
to cover the cells that need additional reader capacity. In
this Section, we present some simple yet effective algo-
rithms that will allow us to maintain the performance at a
desired level.

6.1. SD size adjustment algorithm

As noted earlier, one possible cause of performance prob-
lems is an abrupt change in the population of tags in a
single cell. In particular, an increase in the number of tags
can lead to saturation: as many tags wake up and try to con-
tact the reader, the collision rate will suddenly increase,
and the transmission success rate will drop. To maintain
the collision rate at an acceptable level and make the best
use of SD period, we have defined an algorithm through
which the AP will determine the size of SD, as shown
in Algorithm 1.

Initially, the SD is set to the minimum value of
480 bytes. In each round, the algorithm reads data from
active tags (i.e., those that are awake) and estimates the
total number of tags in the cell. Because the number of tags
can change abruptly, we have to use smoothing to control
the effect of sudden changes on the system; to this end,
we have used the exponentially weighted moving average
technique. We use xk to denote the new estimate of the
total number of tags, xk�1 for the previous estimate and
ek for the number of tags contacted in the current read
round. If the difference between the current and previous
number of tags is greater than some predefined threshold
", Algorithm 1 invokes Algorithm 2 to adjust the SD size.

In Algorithm 2, we use a revised estimate for the num-
ber of tags: not the count of packets received successfully
in the previous round (which is used as a proxy measure
for the number of active tags) but the count of successful
packets plus twice the count of collided packets because at
least two tags are involved in a collision [32]. As before,
we use exponential smoothing to estimate the total number
of tags.

After finding the revised estimate, Algorithm 2 looks up
the information in Table V to find the best size of SD.
The bounds of optimum range overlap a little to produce
a small hysteresis effect so as to avoid frequent changes
in superframe size. Our SD size selection scheme is sim-
ilar to the frame size selection presented in [32], but the
boundaries and superframe sizes are selected according to
the requirements of IEEE 802.15.4 standard. Note that the
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Table V. SD size selection.

SD size (bytes) Low High

480 1 18
960 16 35
1920 32 70

SD, superframe duration.

superframe size must remain between 480 and 1920 bytes;
if the number of tags is so high as to necessitate a longer
superframe size, the AP concludes that the reader can-
not handle all of the active tags in that cell and considers
the cell to be crowded. In this case, the AP calculates the
direction and distance for a specific reader from its cur-
rent location (where it may or may not have been active
at the current moment) toward the crowded cell by using
the algorithm presented in [28] and instructs the reader to
move to the specified cell.

We note that, because of the differences between test
scenarios and evaluated parameters in [32] (such as
weighted error and accuracy) and the ones in this paper,
direct comparison of results is not possible.

To determine the impact of exponentially weighted mov-
ing average smoothing factor (˛) in this scheme, we have
performed an experiment where reader 1 becomes active
after a long inactive period. As there are many active tags
that try to send their IDs, there will be many collisions
before the SD size increases, and high transmission suc-
cess probability is reached. Three different values for ˛
have been selected (0.1, 0.25, and 0.75), with a constant
number of 60 active tags and the average sleeping time of
1 min. As can be seen in Figure 9, at the value of ˛ D 0:75,
the cell will reach the high performance condition faster,
but SD will also be more sensitive to small changes in tag
population. On the other hand, when ˛ is smaller (0.1), it
takes more time to reach high transmission success proba-
bility. Consequently, we have chosen the value of ˛ D 0:25
as the best compromise.

6.2. Performance evaluation

To validate the proposed dynamic approach, we have tested
two scenarios: in Scenario 3, the tag population is increased
abruptly, and we add a new reader to cope with the

Figure 9. Effect of exponentially weighted moving average
smoothing factor (˛) on performance in cell A.

increase. In Scenario 4, the reader of one of the cells is
broken after a while, and the system handles the situation
by sending a new reader to that area. To measure the per-
formance of our design, we have simulated our solution by
using Artifex simulation environment.

6.2.1. Scenario 3: abrupt change in

tag population.

In this scenario, we have set up two test areas, cells A
and B, with a total of three readers; the corresponding tim-
ing diagram is shown in Figure 10(a). In both cells, RFID
tag population is set to 60 tags each in the beginning of the
experiment. Initially, readers 1 and 2 are assigned to cells
A and B, respectively, by the static scheduling algorithm,
whereas reader 3 is inactive. As can be seen from
Figure 10(b), the transmission success probability for tags
in this cell stabilizes at the value close to 0.9997 after
approximately 15 s (dotted line). Similar behavior can be
seen in cell A, where the initial population of 60 tags is
serviced by reader 2 (solid line).

At 15 s, however, the population in cell A abruptly
increases to 250 tags, which causes the transmission suc-
cess probability to drop to a value close to 0.99; as the
result, at about 25 s from the beginning of the experiment,
a new reader (3) is assigned to this cell as per Algorithm 3.
Transmission success probability then recovers, and it soon
reaches a stable value close to the original one (0.9997).

6.2.2. Scenario 4: reader failure.

This scenario also begins with two cells, A and B, with
60 tags and one reader (1 and 2, respectively) in each
of them; the corresponding timing diagram is shown in
Figure 11(a). As before, the transmission success
probability stabilizes at about 0.9997 after about 15 s
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(a) Population of tags and reader activity.

(b) Transmission success probability.

Figure 10. Scenario 3: abrupt change in tag population, alloca-
tion of a new reader. (a) Population of tags and reader activity

and (b) transmission success probability.

into the experiment. However, at 15 s, reader 2 ceases to
operate, and transmission success probability in cell A
(solid black line) immediately drops to zero, as shown in
Figure 11(b). Algorithm 3 is again invoked, and it reas-
signs a mobile reader 3 that arrives to the cell at 25 s.
Transmission probability begins to rise almost immedi-
ately; it exceed 0.9 after only about 5 s and reaches its
stable value of 0.9997 after about 15 s (i.e., around 40 s
into the experiment).

7. CONCLUSION AND
FUTURE WORK

In this paper, we have proposed a time scheduling solu-
tion for the WLAN/RFID coexistence problem in ISM
frequency band. By combining a time scheduling solu-
tion with a sleep management scheme for RFID tags, we
have reduced the energy consumption, collision rate, and

(a) Population of tags and reader activity.

(b) Transmission success probability.

Figure 11. Scenario 4: reader failure of a reader, allocation of a
new (mobile) reader. (a) Population of tags and reader activity

and (b) transmission success probability.

transmission delay. Although the performance of the sim-
plest approach in which scheduling parameters are defined
beforehand is sufficient for wireless sensor network
applications, it is not well suited for industrial RFID
applications where the numbers of tags and readers are
not stationary, and dynamic scheduling of tags as well
as the availability of mobile readers is considered. Our
results indicate that the scheme thus improved may sup-
port large variations in tag population as well as provide
rapid reaction to reader failures.

In our future work, we will use the model presented in
this paper as the underlay of a multiclustering model and
test the routing issues among the clusters.
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