
IEEE TRANS. ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. X, NO. Y, 2013 1

Probabilistic vs. Sequence-Based Rendezvous
in Channel-Hopping Cognitive Networks
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Abstract—Rendezvous in cognitive networks refers to the ability of
cognitive nodes to find each other and form a network, or to find and
join an already operating cognitive network. Two main approached to
rendezvous have emerged: sequence-based mechanism that guaran-
tees maximum time-to-rendezvous and blind random hopping resilient
to unpredictable primary user activity. In this paper we develop analytical
models for time to rendezvous in the presence of primary user activity
for the orthogonal sequence-based mechanism and a blind rendezvous
mechanism integrated with a transmission tax-based MAC protocol with
cooperative sensing. Our analysis shows that the blind mechanism
performs better under random primary user activity, the difference being
more pronounced when the number of channels is high and/or primary
user activity is more intense. In addition, the probabilistic mechanism
allows rendezvous with either an emergent or a fully operational CH-
CPAN piconet without any interruption, unlike the sequence-based
mechanism which precludes any data exchange during the rendezvous
process.

Index Terms—opportunistic spectrum access; channel hopping cogni-
tive networks; piconet formation; rendezvous protocol

1 INTRODUCTION

The paradigm of opportunistic (dynamic or cognitive) spec-

trum access (OSA) promises to improve the utilization of the

available spectrum [1]. In this scheme, a number of channels

is set aside for shared use by primary (i.e., licensed) and

secondary, non-licensed users. However, secondary users can

use the channel only in the absence of primary user activity;

if a primary user appears on the working channel, secondary

users should move away to another channel. This may be

accomplished through dynamic channel hopping [20] in which

secondary users form piconets that switch channels according

to a common hopping sequence. To avoid collisions with

primary users, the hopping sequence must be dynamically

adapted to primary user activity. Due to their resemblance to

more traditional personal area networks, we refer to such net-

works as channel-hopping cognitive personal area networks,

or CH-CPANs.

To establish communication, a cognitive node must first

undertake the so-called rendezvous procedure in which it

attempts to meet another cognitive node (or an entire piconet)
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at the same RF channel and exchange synchronization data

[12], [15]. The problem is particularly challenging in cognitive

networks that rely on adaptive channel hopping [20], because

the individual hopping sequences are not only different, but

may change in time as well.

A number of approaches to the rendezvous problem have

been proposed, with or without the aid of a dedicated infras-

tructure such as a central (base) station or a common control

channel [11]. For obvious reasons, the latter approaches,

collectively referred to as blind rendezvous [4], are preferable

in practice.

A number of blind rendezvous mechanisms have focused

on scenarios in which two nodes hop through the channel

set according to a predefined sequence until they meet and

establish communication [5], [12], [14], [22], [24]. Through

careful construction of the channel hopping sequence, a finite

upper bound for TTR may be guaranteed, but only in the

absence of primary user activity (a collision with primary user

transmission may destroy a rendezvous and extend the TTR

beyond its theoretical upper bound). In fact, we show that

random primary user activity transforms the TTR of sequence-

based rendezvous algorithms into a random variable without

a finite upper bound, thus eliminating the main advantage

of such algorithms. We have used the orthogonal sequence

technique from [12] as a representative sequence-based ren-

dezvous protocol, but other such protocols would be affected

by primary user activity in the same manner.

A smaller group of rendezvous mechanisms utilize pseudo-

random channel hopping, either in entirely blind fashion, or

aided by the knowledge about primary user activity patterns.

These mechanisms can’t guarantee a finite upper bound for

time-to-rendezvous (TTR) on account of their probabilistic

nature; but that same nature makes the collisions with pri-

mary user transmissions less damaging than in the case of

sequence-based mechanisms. We analyze the performance of

a recently proposed rendezvous mechanism [33] integrated in

the transmission tax-based MAC protocol [34] with coopera-

tive spectrum sensing [28]. The combined protocol not only

achieves better performance than the orthogonal sequence-

based mechanism under certain conditions, but also allows

rendezvous to be achieved during piconet formation as well

as during normal operation.

The rest of the paper is structured as follows: Section 2 sur-

veys related work and highlights the problems of rendezvous in
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cognitive PANs in more detail. Section 3 describes the blind

rendezvous mechanism in the transmission tax-based MAC

protocol, while Section 4 presents the orthogonal sequence-

based mechanism. The transmission tax-based MAC protocol

itself, as well as the analytical models for the probabilistic and

sequence-based rendezvous protocols, are described in detail

in the Online Supplement. Section 5 compares the performance

results obtained by solving the analytical models. Finally,

Section 6 concludes the paper and highlights some future

research.

2 RELATED WORK

In recent years a number of MAC protocols have been pro-

posed for cognitive ad hoc and personal area networks [10].

Many protocols rely on the presence of a common control

channel (CCC), which is assumed to be free from interference

from primary users and other cognitive ad hoc networks in the

vicinity [9], [26]. A number of algorithms for selection and

maintaining of CCC have been proposed, including both static

(dedicated) [2] or dynamic CCC, the latter being achieved

through a variant of CSMA [8] or using a rendezvous-based

technique when channel hopping is deployed [6], [25].

Integration of sensing, reporting and data phases in cognitive

networks has been considered in [2] where nodes deploy

dynamic ID numbers in order to regulate access to the medium.

A two-level MAC for opportunistic spectrum access which

deploys slotted ALOHA and CSMA for node access was

proposed in [8] while integration of spectrum sensing rules

with CSMA/CA was considered in [19]. We also note the

proposal in [37] which attempts to integrate cognitive MAC

functions with the power saving mode of IEEE 802.11 DCF.

Recently, a MAC protocol has been proposed that integrates

data transmission/reception with sensing activities that aim

to ensure smooth operation under unpredictable primary user

activity [34].

Regarding the rendezvous problem, a recent survey of

results obtained so far can be found in [36]. Some solutions

rely on the services of a central controller (e.g., [7]) or the

availability of a dedicated common control channel [6], [9],

[11], [26]. While both approaches promise good performance,

i.e., short mean value and small (and provable) upper bound

for TTR, their prerequisites are difficult to achieve and main-

tain in practice. Consequently, a blind rendezvous protocol

appears to be much better suited to truly distributed and

autonomous operation of cognitive networks [4], [36].

Two main categories of blind rendezvous protocols have

emerged over time. Protocols from one group are based on

predefined deterministic channel hopping sequences [5], [12],

[13], [14], [22], [24], [36], [38]. In this case, the channel

hopping sequence may be constructed in such a way that a

finite upper bound for TTR is guaranteed, usually for two

nodes finding each other and establishing communication but

sometimes for larger groups as well. The other group of ren-

dezvous protocols relies on spectrum sensing and probabilistic

channel selection, possibly aided by knowledge about primary

user activity patterns obtained through some kind of learning

[11], [15], [18], [33].

While the existence of a finite upper bound appears to

give a definite advantage to the former group, many of those

protocols rely on assumptions which are impractical. First,

most sequence-based approaches do not propose an actual

rendezvous protocol, assuming instead that the rendezvous is

accomplished when two nodes ‘hop on a common available

channel in the same time slot’ [23]. Obviously, provisions must

be made to ensure that one of the nodes receives while the

other transmits, otherwise a rendezvous can’t be accomplished.

Second, most sequence-based approaches rely on synchro-

nization of nodes’ clocks and, by extension, their sequences

[39]. Making allowances for clock phase shift and drift over

time (skew) leads to an extension of time to rendezvous,

usually by a constant factor. Furthermore, sequence-based

approaches typically require that the nodes attempting to

connect follow predefined roles, e.g., one as the so-called

initiator, the other as the follower. All of these features requires

a central authority which means that these approaches are not

truly blind.

Most importantly, most sequence-based rendezvous ap-

proaches simply ignore the presence of primary users and the

impact of their activity – which is the basic tenet of cognitive

communications. The impact of primary user activity is con-

sidered in qualitative terms in [12], [36], and in quantitative

terms – but to a limited extent only – in [5].

In addition, most papers focus on the scenario in which two

or more nodes just find each other and establish communica-

tion, instead of the scenario in which a node finds and joins

an operational piconet. This approach is similar to that one

adopted in Bluetooth [16], where the discovery procedure (as

rendezvous is called in Bluetooth) is mutually exclusive with

normal operation of the piconet. Yet separation of rendezvous

and normal operation is impractical in many scenarios such as

emergency network operation, disaster management, military

communications, and the like. In all these situations, the

piconet must operate in an uninterrupted fashion and still allow

new nodes to join when they appear in the vicinity. Attempts

towards a piconet-oriented rendezvous protocol, e.g., the net-

work setup protocol from [4], still depend on a Cognitive Base

Station (effectively, a central controller) and do not entirely

address the problem of avoiding interference from primary

users. Therefore, a different approach to rendezvous and its

integration with the MAC protocol are needed.

3 PROBABILISTIC RENDEZVOUS IN TRANS-
MISSION TAX-BASED MAC PROTOCOL

Recently, a MAC protocol has been described [29], [34]

that may be easily extended with a probabilistic rendezvous

mechanism. In this protocol, nodes are organized in piconets

managed by a coordinator node, similar to in Bluetooth [16];

any node with sufficient computational capability may take up

this role. Time is slotted into basic time units and organized

in superframes, assumed to contain a certain number of time

units. Most of the time in the superframe is reserved for data

exchange, but portions are reserved for administrative purposes

such as reporting of sensing results, join/leave and bandwidth

reservation requests, beacon and trailer frames. Successive
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(a) Node is waiting on a busy channel.

(b) Node is waiting when the piconet is not present on the channel.

Fig. 1. Rendezvous: basic activities of a node that wants
to find a piconet.

superframes are separated by a guard interval during which

all nodes hop to the next channel. More details about the

operation of the protocol are given in Section A of the Online

Supplement.

In this protocol, the rendezvous mechanism operates as

follows. We assume that all nodes are aware of the MAC

protocol and the set of N channels in the working band. (Note

that this is not a serious restriction since the nodes would

have to use that protocol to communicate on these channels

anyway.) Initially, a cognitive node may spend some time

hopping through the channels in order to find whether there

is an operational piconet in the vicinity. If a piconet can’t be

found, the node will initiate a new one by beginning to act as

a coordinator – i.e., it will begin sending beacon and trailer

frames with appropriate administrative information, and hop

through available channels in a pseudo-random manner. The

required spectrum sensing will initially be performed by the

coordinator during the data exchange subframe (see Section A

of the Online Supplement for details). As other cognitive nodes

join the piconet using the rendezvous protocol, they will begin

to exchange data and subsequently perform sensing, and thus

gradually take over the sensing function.

A newly arrived node that wants to find an operational

piconet must also hop randomly through the channels, as

random hopping was shown to be the most efficient approach

to rendezvous [3].

• The node may hop to a channel which is busy, i.e., there

is a primary user active on that channel, as shown in

Fig. 1(a). In this case, the node stays until it is certain

about the presence of primary user. Time-wise, the node

stays on a busy channel for only a short time period, Twb,

hereafter referred to as the busy timeout.

(a) Node hops in before the piconet.

(b) Node hops in after the piconet, but before join/reservation period.

(c) Node hops in just in time to hear the trailer, follows the piconet to the
next superframe to join.

Fig. 2. Scenarios for a successful rendezvous.

• The node may also hop to an idle channel, in which case it

will stay there for a longer time, hoping that the piconet

will eventually hop in to the same channel so that the

communication between the two can be established. The

maximum residence interval in this case is referred to as

the idle timeout, Twi, as shown in Fig. 1(b).

The choice of values for the timeouts Twi and Twb will be

discussed in Section 5.1.

Rendezvous succeeds in the following scenarios:

1) The node hops in to the channel and begins to wait for

piconet transmissions. Later on, the piconet hops in and

begins a superframe. The node recognizes the presence

of the piconet and sends a request to join the piconet;

the coordinator grants the request and announces the

presence of the new node in the trailer. This scenario is

shown in Fig. 2(a). If the node has heard a transmission

from a piconet, it may prolong its stay beyond the

time Twi in order to send its join request and hear the

admission decision in the trailer.

2) The node may hop to the channel on which the super-

frame has already started. Rendezvous may be achieved

as long as the node can send in the join request in the

reservation subframe, as shown in Fig. 2(b).
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(a) Node hops to the channel after the piconet has already completed
superframe on the channel.

(b) Node has completed waiting before the piconet hopped in to the
channel.

(c) Rendezvous is destroyed by the onset of primary source activity.

Fig. 3. Rendezvous may not occur even when the node
and piconet access the same channel.

3) Rendezvous can be achieved as long as the node hops

to the channel just in time to hear the trailer, as shown

in Fig. 2(c). While the join request can’t be sent in that

superframe, the node will be able to get the information

about the next-hop channel from the trailer so it can

follow the piconet to that channel and send its join

request in the next superframe.

Rendezvous fails in the following scenarios:

1) The node visits an idle channel but the piconet super-

frame was completed before the node has arrived, as

shown in Fig. 3(a).

2) The node visits an idle channel and complete its idle

timeout before the arrival of the piconet, as shown in

Fig. 3(b).

3) Finally, the node visits an idle channel and attempts to

make a rendezvous with the piconet, but the communi-

cation between the two (as well as the communication

within the piconet itself) is effectively destroyed by the

onset of primary source activity, as shown in Fig. 3(c).

The complete analytical model of the probabilistic ren-

dezvous process is given in Section B of the Online Supple-

ment. This model allows us to calculate the mean value and

(a) Rendezvous occurs when the nodes hop to the same
channel.

(b) Rendezvous requires that the listen/rendezvous sub-slot of one node
overlaps with the beacon transmit slot of the other (after [36]).

Fig. 4. Rendezvous requires synchronization.

variance of the maximum TTR; in fact, the entire probability

distribution function (PDF) can be calculated using inverse

Laplace transform [17].

4 SEQUENCE-BASED RENDEZVOUS

Most sequence-based rendezvous mechanisms assume that two

nodes hop through a common set of N channels according

to a predefined sequence. The first node to begin is called

the initiator, the other one the follower. (Following [5], [6],

[21], [36], we assume that the nodes are aware of their

roles.) However, the nodes need not begin the sequence at

the same time, nor do they need to follow the same sequence.

The sequence of the follower node will lag the one of the

initiator node by a time between 0 and sl − 1 rendezvous

slots, where sl denotes the length of the sequence expressed

in rendezvous slots. (A rendezvous slot or r-slot is the time

interval during which a node stays on a single channel in the

hopping sequence.) When the nodes hop to the same channel

at the same time, a rendezvous occurs, as shown in Fig. 4(a).

The synchronization of channel hopping sequences is, thus,

the first level of synchronization; this is the problem that all

sequence-based algorithms focus on.

The second, lower level of synchronization must be

achieved within the rendezvous time slot itself. Namely, the

protocol must ensure that the follower node will be listening

to the channel at the time when the initiator is transmitting

its beacon on that same channel. Upon hearing the beacon,

the follower initiates negotiation that should ultimately result

in the establishment of the link between the two nodes. An

example of rendezvous slot structure that takes clock skew into

account is shown in Fig. 4(b) (adapted from [36]). From this

diagram, we may infer that the rendezvous slot for the initiator

node should consist of medium sensing, beacon transmit, and

listen/rendezvous sub-slots, while the corresponding slot for

the follower node should consist of medium sensing, listen and

rendezvous sub-slots, the last two of which could be lumped

into a single listen/rendezvous slot. The media sensing slot is

needed so that the node can establish that the channel is idle

and rendezvous can occur; otherwise the node will remove that

channel from its sequence, recalculate the sequence and restart

it. Note that initiator and follower will update their sequences
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Fig. 5. Performance of probabilistic rendezvous in an emergent piconet with N = 25 channels and cycle time of
primary sources of Tcyc = 3000. Lines: analytical results; boxes: simulation results.

at different times, as they will not visit busy channels at the

same time. Still, some sequences are guaranteed to lead to a

rendezvous as long as there is at least one idle channel [12],

[36].

The duration of sub-slots relative to the rendezvous slot

may be determined by noting that the listen/rendezvous sub-

slot of the follower must overlap with the beacon transmit

sub-slot of the initiator. The overlap is ensured if the follower

node listen/rendezvous sub-slot is not shorter than the sum

of initiator node medium sense and listen/rendezvous sub-

slots; in this case, the skew between the node clocks (or, more

precisely, between their hopping sequences) will not affect the

rendezvous procedure. Shorter durations of the follower node

listen/rendezvous sub-slot will result in a dead time which may

preclude the rendezvous even when the nodes hop to the same

channel at nearly the same time.

Based on these considerations, we may assume that the

medium sense sub-slot, transmit beacon, and listen/rendezvous

slots of the initiator last about the same time, say δ basic time

units, while the sense medium and listen/rendezvous slots of

the follower node last for δ and 2δ basic units, respectively.

Then, the total duration of the r-slot is sr = 3δ basic time

units. In absolute terms, the duration δ of the initiator node

listen/rendezvous sub-slot must be long enough to allow for

successful establishment of the link between the two nodes.

However, under random primary user activity, a pending

rendezvous may be destroyed by primary user activity, on

account of which TTR becomes a random variable. To char-

acterize its probability distribution, we have modeled the

duration of rendezvous sequence broken by random primary

user activity. The details of the probabilistic model are given

in Section C of the Online Supplement; ultimately, our model

allows us to calculate the mean value and variance of the

maximum TTR.

5 RENDEZVOUS PROTOCOL PERFORMANCE
To evaluate the performance of rendezvous algorithms, we

have developed analytical models for both probabilistic ren-

dezvous mechanism in a piconet operating under transmission

tax-based MAC protocol and the sequence-based rendezvous

mechanism from the previous Section. The development of

the models is described in detail in the Online Supplement.

We have then solved the models using Maple 13 software

package by Maplesoft, Inc. [27]. To validate the analytical

results, we have built discrete event simulators of the two

mechanisms using object-oriented Petri Net-based simulation

engine Artifex by RSoftDesign, Inc. [35]. All diagrams show

both analytical results, shown with lines, as well as those

obtained through simulation, shown with boxes.

We assume that channel idle and busy times due to primary

user activity are exponentially distributed with average values

Ti and Ta respectively. Primary user activity factor pon =
Ta

Ta+Ti
was varied in the range 0.1 to 0.5, while the mean

cycle time was set to Tcyc = Ti + Ta = 3000 or 6000 time

units.

5.1 Probabilistic rendezvous in an emergent piconet

Our first experiment concerns a piconet with the transmission

tax-based MAC protocol operating in the ‘emergent’ mode,

i.e., with the coordinator emitting beacon frames and hopping

through the channels, but without any data traffic. This sce-

nario corresponds to the one-node-seeks-another-node scenario

that is typical for sequence-based rendezvous algorithms.

In the absence of data traffic, the superframe duration was

set to sf = 50 time units, a portion (Δ = 20) of which was

set aside for reservation and join requests, beacon, trailer, and

guard intervals. The coordinator performs the sensing itself

during the data transmission sub-frame.

Sensing of one channel, including the time needed to switch

to the channel, was assumed to take ds = 5 time units. Shorter

sensing interval would improve the accuracy of spectrum

sensing but not its timeliness [28]; as the result, there would

still be non-zero probability of a collision of either type, and

our analysis would still hold.

As both channel cycle time and superframe duration are

expressed in relative units, our analysis is applicable in a wide

range of real frequency bands.

The parameters of the rendezvous protocol were set as

follows: the busy timeout was fixed at Twb = 10 time units

[32] while the idle timeout was set to the product of the

number of primary channels and normalized timeout parameter

nTOI , i.e., Twi = nTOI ·N . To determine the optimal choice

of nTOI , we have considered the piconet operating in a band
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Fig. 6. Performance of probabilistic rendezvous in an emergent piconet with normalized idle timeout nTOI = 140 and
cycle time of primary sources of Tcyc = 3000 (top row) and Tcyc = 6000 (bottom row). Lines: analytical results; boxes:
simulation results.

with N = 25 channels and mean primary user cycle time

Tcyc = 3000 time units, and varies the primary user duty cycle

and normalized idle timeout. The diagrams in Fig. 5 shows the

mean value and coefficient of variation of TTR, respectively,

and probability of collision Pcol.

As can be seen, mean TTR decreases with an increase

in primary user duty cycle. This is not unexpected since

larger values of pon correspond to shorter mean idle time

Ti = (1−pon)Tcyc, which, in turn, increases the probability of

overlap between piconet and node residence times conditioned

on their meeting at an idle channel. Collision probability also

increases, but its degrading effect is more than compensated

for by the increase in Pov . At the same time, mean TTR de-

creases when normalized timeout nTOI increases; the effect

is more pronounced at larger channel idle times. Coefficient of

variation of rendezvous time is in the range of 1 to 1.08 which

indicates that the distribution of rendezvous time is exponential

or mildly hyperexponential.

On account of these results, we have chosen to use the

value of nTOI = 140 for the normalized idle timeout of the

probabilistic rendezvous algorithm.

To evaluate the impact of primary user cycle time, we have

then solved the model for Tcyc = 3000 and 6000 time units

under variable number of channels and primary user duty

cycle. The corresponding performance descriptors are shown

in Fig. 6. For smaller cycle time Tcyc = 3000 (diagrams in

the top row), TTR has a minimum around 13 channels, while

for Tcyc = 6000 (bottom row) rendezvous time monotonically

decreases when the number of channels increases. Minimal

values of mean TTR are typically accompanied by sub-

exponential values of the coefficient of variation of TTR.

The probability of collisions between piconet and primary

source increases when the activity factor of the primary

source is increasing, as might be expected. The probability

of collisions also increases when the number of channels

increases, on account of an increase in the probability that a

channel is incorrectly considered to be idle in the channel map

caused by sensing errors [28], [31]. Namely, for a constant

number of piconet nodes randomly sensing N channels, the

period of sensing of a given target channel (which is a random

variable) increases with the number of channels, which in turn

leads to an increase of the probability that a change in channel

status will not be immediately noticed.
However, increased collision probability is balanced by the

increase in probability of time overlap between the node and

piconet which increases in the same range since the idle

timeout value Twi = nTOI · N increases linearly with the

number of channels. Probability of overlap also increases when

idle time decreases (i.e., with the increase of activity factor)

since there is less time for overlap.
Collision probability decreases with the increase of cycle

time Tcyc, as expected, while the coefficient of variation

is slightly lower when the cycle time of primary sources

increases since the variation of unsuccessful waiting time

decreases in size.
We note that the match between analytical and simulation

results is quite good, which confirms the validity of the

developed analytical model.

5.2 Sequence-based rendezvous
To evaluate the performance of sequence-based approach, we

have used the orthogonal sequence algorithm from [12], [36]
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Fig. 7. Performance of sequence-based rendezvous as functions of number of channels and activity factor of the
channel (top row: at Tcyc = 3000 and ss = 3δ = 6; bottom row: Tcyc = 6000 and ss = 3δ = 6). Lines: analytical results;
boxes: simulation results.

in which the sequence is obtained by interspersing a random

permutation of the channel set with individual channels from

that permutation. For a network with N channels, this se-

quence contains sl = N(N + 1) rendezvous slots, which is

also the upper bound for the rendezvous time. We stress that

this algorithm is used only as a representative for the general

class of sequence-based approaches – other sequence-based

algorithms will be affected by primary user activity in a similar

manner.

In the evaluation of the sequence-based algorithm, the

duration of rendezvous sub-slot δ must be sufficient to detect

channel activity or submit a rendezvous request. Therefore,

we have set δ = 2 time units, while the duration of r-slot

was sr = 3δ = 6 time units. We did not address the problem

of clock skew between initiator and follower since it can be

overcome by a suitable phase shifting algorithm. Also, we did

consider potential collisions with primary user activity on the

rendezvous channel only.

The main measure of the impact of primary user activity

on the performance of sequence-based rendezvous algorithms

is the probability that the sequence-based rendezvous will be

destroyed by onset of activity of primary user between the

moment when the initiator starts the sequence and the moment

where rendezvous actually occurs. We have also calculated the

expected value (i.e., mean) and variance of TTR when primary

users are active.

Fig. 7 shows the performance descriptors for primary user

cycle time of Tcyc = 3000 and 6000 in the top and bottom

row of diagrams, respectively. Probability that a rendezvous

will be destroyed increases significantly with the number of

channels, reaching as much as 0.4 at N = 29 channels in

both diagrams. While it may seem counterintuitive that more

channels should result in greater chance that a rendezvous will

be destroyed, one should keep in mind that the length of the

orthogonal sequence increases as the square of the number of

channels, thus more channels lead to much longer sequences

and, consequently, much higher probability of collision.
The same general trend may be observed for mean value and

coefficient of variation of TTR. Note that the mean value is

noticeably higher, e.g., over 900 time units, than the theoretical

bound of 3slδ = 6N(N + 1) = 660 time units at N = 10
channels, while the coefficient of variation, albeit smaller than

one, increases rapidly with the number of channels.
The increase is less dependent on the increase of primary

user duty cycle, which corresponds to a reduction in channel

idle time. Collision probability drops with the increase of cycle

time of primary source. However, doubling the cycle time

reduces the collision probability by only about 10 to 12%,

with the corresponding decrease in mean and coefficient of

variation of TTR, which may be explained by the exponential

distribution of channel idle time.
Again, the simulation results closely match the analytical

ones.

5.3 Comparison of algorithms
As can be seen, probabilistic and sequence-based rendezvous

algorithms have quite different behavior with respect to several

parameters. From the diagrams in Figs. 6 and 7, mean TTR

is smaller for the probabilistic algorithm when the number of

channels exceeds 15, regardless of the primary user activity
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factor. As the number of channels increases, the difference

grows sharply; beyond 20 channels or so, the mean TTR of

the sequence-based algorithm is more than twice the value

obtained for the probabilistic algorithm. The main reason

for this behavior is that sequence length in sequence-based

algorithm grows quadratically with the number of channels,

whereas the superframe duration is constant in the probabilistic

algorithm while the node waiting time on an idle channel is a

linear function of the number of channels.

Another source of discrepancy is the behavior in case of

a destroyed rendezvous: in case of the sequence-based algo-

rithm, both initiator and follower nodes repeat their respective

sequences until they eventually meet. As the relative lag

between the two sequences is fixed, the new opportunity for

rendezvous will occur exactly sl slots after the destroyed one

– but that opportunity (and other subsequent ones) may also be

destroyed through collision with primary user transmission. As

the result, the mean TTR (which becomes a random variable)

increases substantially.

In the probabilistic algorithm, on the other hand, the node

that collides will simply move on to another channel, as

does the piconet upon encountering a collision. Since piconet

hops rather quickly through the channels due to short su-

perframe size, and node waiting time on the idle channel

Twi = nTOI · N increases only linearly with the number

of channels, probability that the node will meet the piconet

actually increases with the number of channels, which in turn

reduces mean TTR.

Quite the opposite behavior may be observed for the coef-

ficient of variation of TTR, which is lower for the sequence-

based algorithm. The value of the coefficient of variation of

TTR for the probabilistic algorithm is around 1, which indi-

cates that the distribution of rendezvous time is approximately

exponential. Again, this might be expected since the TTR

for the probabilistic algorithm depends on many heterogenous

events (as described in Section B of the Online Supplement),

while the TTR for the sequence-based algorithm depends

mainly on the primary user activity and the random lag

between the beginning of initiator and follower sequences.

Similar behavior may be observed at Tcyc = 6000. Again,

the probabilistic algorithm performs worse than the sequence-

based one when the number of channels is small (e.g., below

15) since the node waiting time is relatively short compared to

the channel idle time. However for larger number of channels,

the probabilistic algorithm outperforms its sequence-based

counterpart algorithm in terms of mean TTR. As before, the

coefficient of variation is close to 1 for the probabilistic

algorithm, while it does not exceed 0.4 for sequence-based

algorithm.

We may conclude that for small channel idle times and large

number of channels, probabilistic algorithm is the clear winner,

and it is still a better choice (although by a smaller margin)

for larger channel idle times. Sequence-based algorithm is

preferable only when channel idle times are very long and

the number of channels is small.

While our analysis has focused on one specific sequence-

based algorithm, other similar algorithms will be affected by

random primary user activity in the same manner. Namely,

their respective TTR’s will become random variables without

a finite upper bound, and our analysis and our conclusions

apply, in qualitative terms at least, for these algorithms as

well. However, the operational details of other algorithms as

well as their upper bound for TTR will, of course, differ from

those of the orthogonal sequence algorithm.

5.4 Probabilistic rendezvous in a fully operational
piconet

Our final experiment deals with the scenario in which a node

attempts to find and rendezvous with a fully operational pi-

conet that uses the transmission tax-based MAC protocol. This

scenario has no counterpart in the sequence-based approach.

The piconet has M = 16 nodes, each having a buffer of size

K = 10 packets, while the superframe duration was set to

sf = 100 time units. As before, Δ = 20 time units were

set aside for administrative overhead. Packet arrival process

was set to Poisson with arrival rate of λ = 0.002 packets

per time unit per node, while packet duration was uniformly

distributed between 8 and 12 time units with an average value

of kd = 10. Duration of the acknowledgment packet was set to

one time unit. Packet destinations were uniformly distributed

over all piconet nodes. Maximum number of packets from

a single node that can be serviced in one superframe is

μ = 3. Transmission tax was set to kp = 4 superframes

per transmission, regardless of the number of packets sent.

Analytical results have been validated through discrete event

simulation, as outlined above.

Basic performance descriptors for this setup are shown

in Fig. 8. As can be seen, mean TTR and its coefficient

of variation increase only slightly in comparison with the

emergent piconet, mainly on account of higher collision prob-

ability caused by the longer superframe. We note that collision

probability decreases with increase of channel cycle time Tcyc;

however, since unsuccessful waiting time increases, mean TTR

will increase as well, while the coefficient of variation exhibits

a slight decrease. As before, higher primary user duty cycle

leads to shorter channel idle times, which in turn lead to a

decrease in mean TTR. As might be expected, the coefficient

of variation slightly increases with the number of channels

and decreases when activity factor is growing, while the

collision probability increases with increasing activity factor

and number of channels. As the coefficient of variation of

TTR takes values in the range 1.0 to 1.14, the distribution

of TTR can be considered mildly hyperexponential. Also, the

agreement between analytical and simulation results is very

good.

Collision probability decreases with increase of channel cy-

cle time Tcyc, which is to be expected. As unsuccessful waiting

time increases when cycle time of primary source grows, mean

TTR will also increase. However, coefficient of variation is

slightly smaller when the channel cycle time increases since

variation of unsuccessful waiting time is becoming smaller.

On the whole, performance of the probabilistic rendezvous

is only slightly worse in the fully operational piconet scenario

vs. that in the emergent piconet scenario. This corroborates

our thesis that probabilistic rendezvous, while inferior to the
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Fig. 8. Performance of probabilistic rendezvous in a fully operational piconet with normalized idle timeout nTOI = 140
and cycle time of primary sources of Tcyc = 3000 (top row) and Tcyc = 6000 (bottom row). Lines: analytical results;
boxes: simulation results.

sequence-based rendezvous in the ideal case, is much more

resilient under realistic conditions that include random activity

of primary users.

It is worth noting that the duration of the superframe

(sf = 50 time units) is an order of magnitude smaller than

the mean channel idle time, Ti = poff · Tcyc. Reducing mean

channel idle time increases mean TTR, mostly through an

increase in the probability of type 2 collisions, Pcol, which

is calculated in the Online Supplement. In case of a collision,

an emergent piconet will simply move to the next channel

after the busy timeout, Twb, while an operational piconet will

lose the ongoing superframe and will have to undertake a new

rendezvous procedure. The need for a full rendezvous can be

alleviated by a so-called recovery procedure which strives to

resume normal operation much more quickly, however this is

beyond the scope of the present paper; more details can be

found in [30].

6 CONCLUSION

In this paper we have evaluated the performance of prob-

abilistic rendezvous algorithm in the context of a simple

transmission tax-based MAC protocol for channel hopping

cognitive personal area networks, and compared it to the

performance of a representative sequence-based rendezvous

algorithm. The probabilistic algorithm was found to outper-

form the sequence-based one in a wide range of parameter

values. Moreover, the probabilistic algorithm allows a node to

discover an operational piconet which does not even need to

suspend its operation during the rendezvous procedure, which

can offer distinct advantages in many practical scenarios. Mean

TTR is shown to depend mostly on the number of channels

and primary user activity factor, and to a somewhat lesser

extent to the primary user cycle time. We stress that time to

rendezvous in sequence-based algorithms has a finite upper

bound in the absence of primary user activity, but becomes a

random variable without a finite upper bound under random

activity of primary users.

Our future work will focus on designing recovery algorithms

that will allow a transmission tax-based CH-CPAN piconet to

resume normal operation upon collision with a transmission

from a primary user. We also plan to work on estimation of

primary user activity patterns, esp. in cases where primary user

activity does not follow a memoryless probability distribution.
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[28] J. Mišić and V. B. Mišić. Performance of cooperative sensing at the

MAC level: Error minimization through differential sensing. IEEE
Transactions on Vehicular Technology, 58(5):2457–2470, June 2009.

[29] J. Mišić and V. B. Mišić. Simple and efficient MAC for cognitive
wireless personal area networks. In Proc. Global Telecommunications
Conference GLOBECOM’09, Honolulu, HI, Nov. 2009.
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channel scan protocol to discover and join a cognitive PAN. In IEEE
Wireless Communications and Networking Conference (WCNC’2012),
Paris, France, Apr. 2012.
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